Simple approach for aberration-corrected OCT imaging of the human retina
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The quality of high-resolution imaging of the human retina is strongly influenced by imperfections in the optics of the eye, which cause aberrations and degrade the lateral resolution. While low-order aberrations, e.g., defocus, are easy to correct, high-order aberrations require greater effort. Optical elements for reshaping wavefronts, such as spatial light modulators or deformable mirrors, have to be implemented for correction. In addition, the numerical correction of ametropia is demonstrated. Our implementation of full-field optical coherence tomography combines a low technical complexity with the possibility for computational image correction.

In retinal imaging with optical coherence tomography (OCT), aberrations, in principle, can be corrected in post-processing, multiple setups have been demonstrated to accelerate lateral detection. In Fourier-domain line-field OCT [11] and Fourier-domain full-field OCT [9], this was accomplished by parallel detection of either one or two lateral dimensions. With time-domain OCT, aberrations were successfully corrected in in vivo retinal images acquired with fast flying-spot en-face OCT [6] or line-field OCT systems [12]. However, all approaches presented thus far required great hardware efforts.

Here we demonstrate a simple and inexpensive OCT system based on our recently introduced off-axis full-field time-domain OCT (OA-FF-TDOCT) [13]. It acquires an entire en-face plane with a single exposure and, thus, is insensitive to lateral sample motion, allowing for computationally aberration-corrected in vivo imaging of the human retina.

The setup is based on an open Mach–Zehnder interferometer (Fig. 1). The free-space emitting superluminescent diode (SLD) (SLD-340-UHP-840, Superlum Diodes Ltd., Cork, Ireland) emits spatially coherent light with a spectral bandwidth of 25 nm around a central wavelength of 840 nm, corresponding to an axial resolution of 12 μm in air. Its light is collimated and divided into a sample and a reference arm by BS. In the sample arm, light is focused by an achromatic lens into the focal plane in front of the eye. It is then collimated by the eye to illuminate a retinal area of 1.6 × 0.7 mm² with a power of 4 mW. The illuminated field is then imaged onto a camera (acA2040-120, Basler, Ahrensburg, Germany) with a pixel spacing of 3.45  μm, a frame rate of 189 Hz, and an exposure time of 400 μs per frame. The numerical aperture (NA) is limited to 0.18 by an additional iris in the common Fourier plane of the imaging lens, L₁, and the optics of the eye, L₂ eye.

In the reference arm, light is reflected by a mirror on a translational stage (U-521, Physik Instrumente, Karlsruhe, Germany), which is moved in 7.5 μm steps between the
acquisition of consecutive frames. For 250 positions of the motor, images with 2048 × 912 pixels were acquired.

After being reflected in BS$_3$, the light passes a transmission grating with a grating constant of $g = 70 \text{ mm}^{-1}$, which diffracts the light in the first order. On the camera, this light interferes with the object light, introducing a carrier frequency $k_t$. The resulting lateral modulation has the same frequency as the grating given by

$$k_t = 2\pi g,$$

and serves as a carrier frequency. In the lateral Fourier domain, the carrier frequency shifts the image information in both cross-correlation terms away from the zero-frequency. As interference only occurs within the coherence length, these cross-correlation terms contain the desired amplitude and phase of light scattered in the en-face plane selected by the position of the reference mirror. The autocorrelation term, which contains the self-interference of all other signals (e.g., reflections from the setup and cornea, as well as light from other depths), and the DC term remains centered on the zero-frequency. With a limited object-information bandwidth and a sufficiently high carrier frequency, the image information of the selected en-face plane and the self-interference can be separated completely.

The grating was required for an optimal computational aberration correction, as the broadband illumination used with the tilted reference beam in our previous setup [13] resulted in a wavelength-dependent frequency shift of the cross-correlation term in Fourier space. This does not degrade image quality, but tilts the en-face planes by the off-axis angle. When correcting aberrations computationally however, corrections for one wavelength result in additional wavefront errors for other wavelengths, preventing an optimal correction.

OCT data were reconstructed using an algorithm similar to our previous work [13]. For each depth, the raw image was 2D-Fourier transformed and, in each Fourier-transformed image, one cross-correlation term was selected, shifted to the zero frequency, and inversely Fourier transformed to reconstruct the en-face image. This demodulates the interference signal encoded on the carrier frequency. In contrast to Ref. [13], the separation of the cross-correlation terms from the autocorrelation term was not fully adapted to the increased NA and, thus, these terms significantly overlapped, as shown in Fig. 2(a).

To suppress the autocorrelation term in the reconstructed images, we exploited the different behaviors of the two terms in our series of en-face images. Due to broadband illumination, the autocorrelation term does not change when lateral sample movements are smaller than the lateral resolution, as multiple speckle patterns that originate from depths separated by more than the coherence length superimpose incoherently on the camera. It is furthermore independent of reference arm position. In contrast, the cross-correlation term changes with every image as the reference is moved and, thus, the phase of the interference changes. Furthermore, for axial movements larger than the coherence length, the speckle pattern of a different en-face plane is recorded, resulting in an almost-random phase relation and speckle pattern of the cross-correlation terms of two different images. By high-pass filtering the series of raw images over the depth, we were able to suppress the autocorrelation term, while the cross-correlation terms remained unchanged, as shown in Fig. 2(b). This technique removes the need for massive lateral oversampling with at least 13 camera pixels for each pixel in the OCT image, as necessary in previous configurations [13]. Here we used approximately seven pixels to sample one pixel of the reconstructed image. With a different aperture geometry, this can be further reduced.

In coherent imaging, the formation of an aberrated image $U_{\text{img}}$ can be described as the convolution of the wavefield in the object plane $U_{\text{obj}}$ with a complex point spread function $P$:

$$U_{\text{img}} = U_{\text{obj}} \ast P.$$

In the frequency domain, this corresponds to the multiplication of the Fourier transform $\tilde{u}_{\text{obj}}$ of the wavefield $U_{\text{obj}}$ with a phase-only function $\tilde{p}$, which is given by the aberration-induced wavefront distortions and is the Fourier transform of the complex point spread function $P$:

$$\tilde{u}_{\text{img}} = \tilde{u}_{\text{obj}} \cdot \tilde{p}.$$

To computationally correct the aberrations, the 2D Fourier transform of the complex image data $\tilde{u}_{\text{img}}$ is multiplied by the complex-conjugated (thus, inverted) phase function $\tilde{p}^*$ [8]:

$$\tilde{u}_{\text{obj}} = \tilde{u}_{\text{img}} \cdot \tilde{p}^*.$$

Determining this phase function is crucial for a successful aberration correction. Here we used the iterative optimization algorithm for aberration detection and correction that we
previously introduced for full-field swept-source OCT [9]. The phase function was systematically varied and a metric that minimizes at the highest image sharpness was computed, until the best image quality was achieved. Here we used \( P_{ij} \), \( \sum_{i,j} I_{ij}^{0.75} \), where \( I_{ij} \) are the squared magnitudes of the pixels at position \( i,j \) [14].

To limit the degrees of freedom for the optimization, the argument of the phase function was parametrized as Zernike polynomials up to the fourth radial degree, excluding the piston, tip, and tilt. This resulted in 12 degrees of freedom.

Optimization was performed by first using a simplex downhill algorithm [15] that was insensitive to local minima in this scenario, followed by a conjugate-gradient algorithm [16] to find the precise minimum with increase performance. To further increase the robustness, the NA was artificially decreased to 40% of the maximum NA and then increased step-wise to the original NA.

As aberrations were not constant over the field of view, each volume was divided into five sub-volumes, each consisting of \( 136 \times 310 \) voxels laterally and \( 250 \) voxels in depth. For each of these sub-volumes, we manually selected a region between \( 136 \times 136 \times 10 \) and \( 196 \times 196 \times 8 \) voxels, centered on the layer to be corrected. On these regions, we optimized the metric and determined aberrations individually.

The best phase function of each sub-volume was used to correct this sub-volume, and all sub-volumes were finally stitched together, resulting in a single aberration-corrected volume. On a dual Intel Xeon E5620 with 2.4 GHz, the determination of the phase function took 38 s for each region, and the subsequent correction of the aberrations of the sub-volume took 8 s.

The resulting volumes still showed a slight curvature and tilt of the retina. For en-face visualization of the photoreceptor layer, it was segmented. This segmentation was then used to align the photoreceptors to a uniform depth.

![Fig. 3.](image1) B-scan reconstructed from a volume measured in an area close to the optic nerve head of a −5 dpt myopic eye (a) before and (b) after numerical defocus correction. Five adjacent B-scans were averaged; the scale bars correspond to 100 μm.

![Fig. 4.](image2) (a) Aberration-corrected en-face image of the photoreceptor layer composed of two volumes. (b) Fundus image; the white box shows the measured area. (c)–(f) Close-ups of the regions marked in (a) before aberration correction and (g)–(j) after aberration correction. (k)–(m) Fourier transform of the areas shown in (g)–(i); (n)–(o) Zernike coefficients used for aberration correction of the images (i) and (j), respectively. For (f) and (j), three adjacent layers were averaged. All other images are unaveraged. The scale bar is 100 μm.
In vivo investigations were performed using two healthy volunteers. Compliance with the maximum permissible exposure of the retina and all relevant safety rules was confirmed by the responsible safety officer.

To demonstrate the correction of strong defocus, we imaged the eye of a healthy subject with a myopia of −5 dpt and an astigmatism of −0.75 dpt. As there was no focus adjustment in the setup, the acquired B-scans showed severe lateral blurring [Fig. 3(a)]. After optimizing the defocus parameter for a region of 196 × 196 × 8 voxels and applying the correction to the whole volume, lateral structures such as vessels became visible in Fig. 3(b) (yellow arrow). As no correction for astigmatism was performed, small structures are still blurred. The slight curvature of the vessel shadows in the image is caused by lateral eye motion over the acquisition time of 1.3 s.

The eye of a second subject with a myopia of −0.5 dpt and an astigmatism of −0.75 dpt was imaged with a dilated pupil, which allowed imaging with a NA of 0.18, corresponding to a diffraction-limited lateral resolution of 2.9 μm.

Two fields, centered on 3.5° and 8° eccentric to the macula, were imaged, both extending 5°.

Figure 4(a) shows the aberration corrected en-face image of the photoreceptor layer of the two stitched volumes. Prior to numerical aberration correction, speckle noise, but hardly any structures, are visible [Figs. 4(c)–4(e)].

We then applied the computational aberration correction algorithm to compensate for ocular aberrations. In the resulting en-face image of the photoreceptor layer and individual photoreceptors became visible [Figs. 4(a) and 4(g)–4(i)]. We also applied the aberration correction algorithm to a second layer which revealed small retinal vessels [Fig. 4(j)]. As expected, the determined Zernike coefficients for both layers [Figs. 4(n) and 4(o)] mainly differ in defocus.

The spacing of the cone mosaic was measured from the diameter of the Yellott’s rings [17] in the Fourier transform, shown in Figs. 4(k)–4(m). For the temporal eccentricities of 8°, 6°, and 4°, this resulted in a spacing of 10.5 μm, 9 μm, and 8.2 μm, respectively, which corresponds well with expected values from literature [18]. At 3.0°, the Yellott’s rings were hardly visible (image not shown), marking the limit where the cone mosaic is resolvable in the measurements.

Although photoreceptors were imaged without adaptive optics in healthy eyes after correction of defocus [19–21], the photoreceptor mosaic can usually not be resolved in ametropic eyes without hardware compensation of ametropia or numerical correction. Therefore, previous systems capable of imaging the photoreceptor mosaic were challenging. OAF-TD-OCT combines a simple cost-effective setup with the lateral phase stability needed for computational aberration correction. We demonstrated defocusing and ocular aberration correction in healthy volunteers and successfully imaged the photoreceptor-cone pattern.

Despite some disadvantages such as increased computational complexity, reduced sampling efficiency, and the vulnerability to multiple scattered photons, our spatially coherent full-field technique has some advantages over confocal imaging [19,22] or laterally incoherent full-field OCT [23]. The latter two techniques reject out-of-focus or aberrated photons and, thus, suffer from reduced SNR in the presence of aberrations. Due to spatially coherent wide-field illumination and parallel detection in our setup, aberrated photons are also detected if their point spread functions fully reach the camera. Any distortions in the interference, as introduced by the aberrations, are fully correct by the presented procedure. Therefore, we maintain the aberration-free SNR. Thus, our simple approach allows for computational correction, even of strong aberrations in post-processing without loss of sensitivity.
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